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The core theme of X-ray crystallography is reconstructing the electron-density

distribution of crystals under the constraints of observed diffraction data.

Nevertheless, reconstruction of the electron-density distribution by straight-

forward Fourier synthesis is usually hindered due to the well known phase

problem and the finite resolution of diffraction data. In analogy with optical

imaging systems, the reconstructed electron-density map may be regarded as the

image of the real electron-density distribution in crystals. Inspired by image

definition evaluation functions applied in the auto-focusing process, two

evaluation functions are proposed for the reconstructed electron-density

images. One of them is based on the atomicity of the electron-density

distribution and properties of Fourier synthesis. Tests were performed on

synthetic data of known structures, and it was found that this evaluation function

can distinguish the correctly reconstructed electron-density image from wrong

ones when diffraction data of atomic resolution are available. An algorithm was

established based on this evaluation function and applied in reconstructing the

electron-density image from the synthetic data of known structures. The other

evaluation function, which is based on the positivity of electron density and

constrained power spectrum entropy maximization, was designed for cases

where only diffraction data of rather limited resolution are available. Tests on

the synthetic data indicate that this evaluation function may identify the correct

phase set even for a data set with resolution as low as 3.5 Å. Though no

algorithm for structure solution has been figured out based on the latter

function, the results presented here provide a new perspective on the phase

problem.

1. Introduction

It is interesting to compare X-ray crystallography with the

optical imaging process (Miao et al., 2015). In an optical

imaging system, an object is illuminated by visible light, and

the scattered light is then combined by the lenses to form an

image which represents the object. In the case of X-ray crys-

tallography, a crystal is illuminated by an X-ray beam and the

diffraction data are then measured directly since no appro-

priate ‘lens’ is available for X-rays. One has to reconstruct the

electron-density image of the crystal from the diffraction data,

which has been the core theme of X-ray crystallography since

its advent. Theoretically, the electron-density image of a

crystal is just the inverse Fourier synthesis of its structure

factors. Unfortunately, phases of structure factors are rarely

recorded in diffraction experiments and, usually, only ampli-

tudes of structure factors can be deduced from the diffraction

data. Therefore, the electron-density distribution of crystals
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cannot be reconstructed by a straightforward Fourier synth-

esis. Even worse, the phases ‘lost’ in diffraction experiments

are more important than amplitudes of structure factors in

defining the electron-density distribution (Lattman & Dero-

sier, 2008). This is the so-called ‘phase problem’ of X-ray

crystallography.

Fourier synthesis can be made after assigning an arbitrary

phase set to the observed moduli, but the resultant Fourier

map generally will not represent the real electron-density

distribution in the crystal. If all possible phase sets for the

observed moduli can be tested in a limited time, the correct

phase set and subsequently the electron-density image which

represents the crystal must be included in these tests. Then the

‘phase problem’ is converted to the question of how to pick

out the correct electron-density image among all the possible

Fourier synthesis maps. Such a question is reminiscent of the

auto-focusing process which is extensively performed in

optical imaging devices. In the auto-focusing process, the

image definition evaluation functions are calculated in real

time and focusing is then tuned accordingly. The image defi-

nition evaluation functions describe the properties of photo-

graphs mathematically (Chen et al., 2013) and the properly

focused image is then picked out based on the evaluation

functions. Inspired by this, we try to establish evaluation

functions for an electron-density image reconstructed from

diffraction data. Hopefully, the evaluation function can pick

out the electron-density image which represents the crystal.

For this purpose, the evaluation function should describe the

general characteristics of the electron-density distribution in

real crystals, and vary sensitively with phase sets assigned to

the moduli to distinguish the faithfully reconstructed electron-

density distribution from the artifacts.

The commonly recognized characteristics of electron

density in crystals are atomicity and positivity. Actually, the

atomicity and positivity have been extensively utilized in many

(if not all) methods for structure solutions by X-ray diffrac-

tion. For example, the Patterson method (Patterson, 1934) and

the recently popular charge-flipping algorithm (Oszlányi &

Süto��, 2004, 2008) are based on atomicity. Atomicity and

positivity are also prerequisites of the direct method

(Woolfson, 1987; Woolfson & Fan, 1995), though apparently it

works in reciprocal space. The success of the Patterson

method, the direct method and the charge-flipping algorithm

indicates that electron-density images can be faithfully

reconstructed by combining the constraints of atomicity and/

or positivity and observed structure-factor moduli, at least in

some cases.

Information theory provides another constraint on the

reconstructed electron-density image: the entropy of the

reconstructed electron-density distribution should be maxi-

mized under the constraints of observed structure-factor

moduli. An iterative procedure has been established based on

the constrained entropy maximization for reconstructing an

electron-density distribution from X-ray diffraction data

(Collins, 1982; Sakata & Sato, 1990). This algorithm is usually

referred to as the maximum entropy method (MEM) (Wu,

1997). The bound of positivity is usually maintained by the

electron-density distribution reconstructed with the MEM.

In this study, we try to construct image definition evaluation

functions for an electron-density image based on atomicity,

positivity and constrained power spectrum entropy maximi-

zation, the validity of which in structure solutions has been

confirmed in practice in past decades. Two evaluation func-

tions are proposed. One of them is based on atomicity,

applicable for cases where diffraction data of atomic resolu-

tion are available; the other combines the bound of positivity

and constrained power spectrum entropy maximization,

aiming for cases where only diffraction data of rather limited

resolution are available.

2. Image definition of electron-density image and
phases of structure factors

The concept of image definition has been accepted extensively

but its accurate definition is still controversial. We prefer to

define the image definition as a quantity which measures how
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Figure 1
Electron-density distribution on the (110) plane of hexagonal GaN
calculated by Fourier synthesis using synthetic structure-factor moduli
and (a) correct phases, (b) 25% random phases, (c) 50% random phases,
(d) 75% random phases and (e) 100% random phases. The resolution of
the synthetic diffraction data is 0.8 Å.



well an image represents the object. The more information

about the object is included in an image, the better the image

definition. Many image definition evaluation functions have

been proposed to assess the definition of an image quantita-

tively. These evaluation functions are calculated based on the

image itself.

In comparison with the image definition of a photograph,

the image definition of a reconstructed electron-density image

seems to be more elusive, possibly because the real electron-

density distribution of a crystal cannot be viewed directly by

eye. The pictures shown in Fig. 1 may be helpful to understand

the concept of image definition of a reconstructed electron-

density image. The electron-density image of GaN recon-

structed by combining the structure-factor moduli (up to

0.8 Å) and correct phases represents the structure well

(Fig. 1a). With more and more phases of structure factors

being replaced by random values, the information on the

structure contained in the reconstructed electron-density

images decreases gradually. In the electron-density image

reconstructed with 25% random phases, the positions of N

atoms can hardly be identified (Fig. 1b). When 50% or

75% of phases are replaced by random values, only the

positions of Ga atoms can be discerned (Figs. 1c and 1d). In

the electron-density image reconstructed with all random

phases (Fig. 1e), no information on the structure is

available. The information on the structure carried by the

reconstructed electron-density image decreases with the

increasing amount of phases being replaced by random values,

resulting in worse image definition. The example shown in Fig.

1 not only illustrates the concept of image definition of elec-

tron-density images, but also demonstrates that the image

definition varies with the phases of structure factors, and the

best image definition is achieved when the correct phases are

applied.

3. Image definition evaluation function for diffraction
data of atomic resolution

3.1. Construction of image definition evaluation function

As mentioned above, many image definition evaluation

functions have been established to assess the quality of

photographs. An important kind of evaluation function is

based on the idea that the more high-frequency information

contained in the image, the better the image definition is. The

energy of high-frequency information of an image is used to

measure the image definition. However, this idea cannot be

applied directly in the evaluation of the reconstructed

electron-density images of crystals, because all the Fourier

synthesis maps created by combining fixed structure-factor

moduli with various phase sets will have the same energy of

high-frequency information, which depends solely on the

moduli of structure factors. Hence, evaluation functions for

the reconstructed electron-density images have to be based on

other intrinsic characteristics. As illustrated in Fig. 1, in a

correctly reconstructed electron-density image, most electrons

are concentrated at the positions of atoms while only a few

electrons are distributed in the intermediate region between

atoms. This is the well known atomicity of electron-density

distribution. On the contrary, when random phases are

assigned to the structure-factor moduli, the resultant electron-

density image shows a much more even distribution of elec-

trons. It implies that the extent to which the electrons are

concentrated can be used to evaluate the image definition of

the reconstructed electron-density image. The ratio of the sum

of electron density at the atomic region to that in the inter-

mediate region seems to be a good indicator to measure the

extent to which the electrons are concentrated. Unfortunately,

this ratio cannot be calculated before the structure is deter-

mined because one cannot discern the atomic and inter-

mediate regions. An alternative way is to set a slightly positive

threshold of electron density �t, and use a quantity such asP
��i (where ��i > �t) to measure the extent to which the

electrons are concentrated in the reconstructed electron-

density images. Nevertheless, the threshold should be struc-

ture dependent, and it might be difficult to give a reasonable

estimate of �t.

Because of the truncation effect of Fourier synthesis, both

positive and negative electron density will be observed in the

reconstructed electron-density image. In a correctly recon-

structed image, high positive electron density will appear at

the position of atoms while in the intermediate region between

atoms there are both small positive and negative electron

densities. According to the property of the Fourier transform,

for any electron-density image, the sum of positive density is

equal to that of negative density when F000 is not included in

the Fourier synthesis. This means that all negative density lies

in the intermediate region while most positive density is

concentrated at the atomic positions. In terms of Parseval’s

theorem, for any given group of structure-factor moduli we

have

P
i

�2
þ þ

P
j

�2
� ¼ constant

where �+ and �� represent non-negative and negative density,

respectively, at a certain grid of the electron-density image.

Parseval’s theorem and a brief derivation of the above

corollary are presented in the supporting information. As

discussed above, for a correctly reconstructed electron-density

image, there is very little positive electron density in the

intermediate region between atoms, so
P
�2
þ is a good

approximation of the sum of squared electron density at the

atomic positions (
P
�2

atom), while
P
�2
� dominates the sum of

squared electron density in the intermediate regions between

atoms (
P
�2

inter). Hence, the ratio
P
�2
þ=
P
�2
� is a good

approximation for
P
�2

atom=
P
�2

inter, which measures well the

extent to which the electrons are concentrated. Thus, we

establish the first image definition evaluation function for the

reconstructed electron-density images:

Tian1 �

P
i �

2
þP

j �
2
�

:
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3.2. Verification and limitation

Tests are performed on the synthetic diffraction data of ten

known structures to verify the validation of Tian1 and find its

limitations. The moduli of structure factors calculated from the

known structure data are taken as the synthetic diffraction

data. A series of Fourier synthesis maps is then created by

combining these structure-factor moduli with correct phases,

all-zero phases and random phase sets. Evaluation function

Tian1 is calculated for each Fourier synthesis map. Typical

results of such tests are presented in Fig. 2. As revealed by

Fig. 2, random phases will lead to a quite low Tian1 value,

which is close to 1. This is reasonable because the random

phases will lead to a random distribution of electron density,

implying that statistically
P
�2
þ is equal to

P
�2
�. Both correct

phases and all-zero phases result in high Tian1 values, indi-

cating that electrons are well concentrated in the recon-

structed electron-density images. When data of atomic

resolution (1.0 Å) are available, the correct phases give a

higher Tian1 value than all-zero phases do. When the reso-

lution of the data is worse, decreased Tian1 values are

observed for both the correct and all-zero phases. Unfortu-

nately, the Tian1 value for the correct phase set decreases

faster than that for all-zero phases. At the resolution of 1.5 Å,

comparable Tian1 values are obtained for the correct phase

set and all-zero phases. This implies the invalidation of Tian1

in identifying the correctly reconstructed electron-density

image. The invalidation of Tian1 in cases where data of atomic

resolution are not available can be well understood. In such

cases, positive electron density will no longer be mainly

concentrated at the positions of atoms in a correctly recon-

structed electron-density image. Significant positive electron

density will appear in the intermediate regions between atoms.

On the contrary, all-zero phases always lead to the concen-

tration of electron density at the origin of the unit cell. The

evaluation function Tian1 measures the extent to which the

electron density is concentrated, so it works well only when

data of atomic resolution are available. The resolution limit

for Tian1 might be structure dependent, but 1.2–1.8 Å seems

to be a reasonable estimate.

3.3. Algorithm for structure solution based on Tian1

An algorithm for structure solution has been established

based on the evaluation function Tian1. The flow chart of the

algorithm is given as follows:

At the very beginning of the iterative process, a random

phase is assigned to each observed structure-factor modulus,

and then an electron-density image is calculated by Fourier

synthesis. The original electron-density image � is subse-

quently modified by multiplying each non-negative electron

density by n1/2 (n is an arbitrary number greater than 1) while

keeping all negative electron densities unchanged. The

purpose of electron-density modification is to improve the

Tian1 value of the original electron-density image by n times.

The modified electron-density image �* is then inversely

Fourier transformed to generate new moduli and phases of

structure factors. The latest phases are then combined with the

observed structure-factor moduli to calculate a new electron-

density image. The iterative process is repeated until a maxi-

mized Tian1 value has been achieved.

The algorithm is tested on synthetic diffraction data of

known structures at a resolution of 0.8 Å. In the tests,

symmetry was not taken into account and all structures were

solved in the P1 space group. The resultant final electron-

density images obtained by this algorithm were compared with

the known crystal structure by superimposing the electron-

density images upon the atomic structure model using the

software VESTA (Momma & Izumi, 2008). Electron-density

images are thought to be correct when they are consistent with

the atomic structure model. It is worth noting that atomic

coordinates in the structure model usually have to be trans-

lationally shifted and/or inverted in some cases to make a

direct comparison with the electron-density images. The

largest structure that has been tested with this algorithm is

K14((H2O)W19P2O69)(H2O)24 (ICSD-66144), which contains

2064 non-hydrogen atoms in the unit cell including 112 K and

32 O undetermined. This structure was solved successfully in

the P1 space group with the algorithm presented here, and all

positions of the non-hydrogen atoms in the known structure

model can be identified in the final reconstructed electron-

density image.
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Figure 2
Evaluation function Tian1 of electron-density images created by Fourier
synthesis using synthetic structure-factor moduli of Al(IO3)3(H2O)8 and
correct phases, all-zero phases or random phases. The first phase set
consists of correct phases, the second one is made up of all-zero phases,
and all other phase sets are totally random. The unit cell is divided into 64
� 64 � 128 grids.



This algorithm is somewhat similar to the auto-focusing

process. In the auto-focusing process, the focusing is tuned to

achieve the extremum of an image definition evaluation

function. In the algorithm based on Tian1, the electron-density

image is modified to maximize the Tian1 value. The algorithm

is a dual-space method, and the similarity between this algo-

rithm and the charge-flipping as well as the error-reduction

algorithms (Fienup, 1982; Stark, 1987) is apparent: in all cases,

the electron density is modified iteratively to converge to an

image which represents the crystal. Computer programs are

also developed based on the charge-flipping and error-

reduction algorithms. All three algorithms are tested on the

synthetic data of Al(IO3)3(H2O)8 (ICSD-200619) at a resolu-

tion of 0.8 Å. Al(IO3)3(H2O)8 crystallizes in the P1 space

group, and the lattice parameters are a = 7.473, b = 8.392, c =

13.574 Å, � = 89.93, � = 87.62, � = 63.58�. There are 42 non-

hydrogen atoms in the unit cell of Al(IO3)3(H2O)8 and all

hydrogen atoms are undetermined in the structure model. The

structure can be solved with all three algorithms. The Tian1

value is calculated in each iteration cycle for all three algo-

rithms and presented in Fig. 3(a). For the algorithm proposed

here, the Tian1 value increases monotonically in the iteration

process as expected. It is interesting to note that this value

increases monotonically also in the error-reduction iteration

process. It is slightly different in the case of the charge-flipping

algorithm. The value of the Tian1 function increases rapidly in

the iteration process and soon an extremum is reached. After

that this value decreases a little, and then is maintained at a

level close to the extremum. The extremum achieved by the

error-reduction and our algorithm is slightly larger than the

value corresponding to the Fourier synthesis maps created

using the calculated structure factors. This indicates that over-

concentration of the electron density takes place in the

iteration process. On the contrary, the extremum of the Tian1

function reached by the charge-flipping algorithm is signifi-

cantly lower than the value corresponding to the theoretical

Fourier synthesis map. This implies that electrons have not

been sufficiently concentrated in the electron-density image

obtained with the charge-flipping algorithm. Nevertheless,

electron-density images created with all three algorithms are

good enough to identify the positions of non-hydrogen atoms,

as demonstrated by Fig. S1 in the supporting information.

Although the Tian1 value evolves similarly in the iterative

process of all three algorithms, the algorithm based on the

Tian1 value differs from the charge-flipping and error-

reduction algorithms in that the goal of the iterative process is

improving the Tian1 value for the former, while for the latter

two the Tian1 value just increases unintentionally with the

evolution of electron-density distribution. The variation of the

Tian1 value observed in the iterative process of the charge-

flipping and error-reduction algorithms further corroborates

the idea that the image definition of the reconstructed

electron-density images can be used to identify the correct

phase assignment, and the Tian1 value is effective in evalu-

ating the image definition of the electron-density images

reconstructed from atomic resolution data.

A preliminary check has been performed to evaluate the

effect of the uncertainties of the data on the applicability of

the algorithm based on Tian1. We modified each calculated

structure-factor modulus of Al(IO3)3(H2O)8 by multiplying it

with (1 + x � 30%) (where x is a random value in the range

from �1 to 1) to simulate the experimental diffraction data

with random errors. The structure can be retrieved from such a

data set by the algorithm based on Tian1, the charge-flipping

and error-reduction algorithms. The evolution of Tian1 in the

iterative process is similar to that observed in the case of error-

free data, as shown in Fig. 3(b). With the introduction of

random errors in the simulated data, the maximum Tian1

values obtained in the iterative process decrease slightly in

comparison with those resulting from error-free data for all

three algorithms. Interestingly, the structure is retrieved with

fewer iteration cycles from the data with random errors.
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Figure 3
The evolution of evaluation function Tian1 in the iterative cycles of
structure solution of Al(IO3)3(H2O)8 from the simulated error-free data
(a) and the simulated data with random uncertainties (b). The green
horizontal line in (a) indicates the Tian1 value of the Fourier synthesis
map created using calculated structure factors. The resolution of synthetic
diffraction data is 0.8 Å.



4. Image definition evaluation function for diffraction
data of limited resolution

4.1. Construction of image definition evaluation function

As discussed above, the evaluation function Tian1 is valid

only for a diffraction data set of atomic resolution. However, it

is more desirable to establish an evaluation function which is

applicable for the electron-density image reconstructed from

diffraction data at rather limited resolution. Methods of

structure solution from diffraction data at atomic resolution,

such as the direct method, Patterson method and charge-

flipping algorithm, have been well developed. Nevertheless, in

many cases, such as in protein crystallography, diffraction data

of atomic resolution are only rarely available. Usually, tech-

niques of isomorphous replacement or anomalous dispersion

have to be used to solve the phases. Anomalous dispersion

requires the presence of heavy atoms in the structure, and the

preparation of isomorphous heavy-atom derivative crystals is

not trivial. Hence, the technique of reconstructing the

electron-density image directly from a diffraction data set of

low resolution is still strongly desired.

The positivity constraint on the reconstructed electron-

density image is independent of the resolution. Under the

constraint of positivity, a correctly reconstructed electron-

density image should give the structure factors consistent with

the observed data. For any phase set which is assigned to the

observed moduli, the consistence between the calculated and

‘observed’ structure factors can be measured by the residual

factor, which is defined as

Rmem ¼
1

M

X ðFH
obs � FH

calÞ
2

ð�FH
obsÞ

2

where FH
obs is the ‘observed’ structure factor, FH

cal is the calcu-

lated structure factor, �FH
obs is the standard deviation of FH

obs

and M is the number of structure factors. The ‘observed’

structure factor is the combination of observed modulus and

assigned phase. FH
cal is generated by calculating the Fourier

transform of the electron-density distribution.

In MEM calculations, the entropy of an electron-density

image is defined as

H ¼ �
X

N

�i

Z

� �
ln
�i

Z

� �

where �i is electron density at the ith grid of the unit cell, Z is

the sum of �i across the unit cell, and N is the number of grids

in the unit cell. Reconstructing an electron-density image with

the MEM means modifying the initial electron-density distri-

bution iteratively to reach the lowest value of Rmem subject to

maximization of the entropy.

It was found that the residual factor Rmem, which combines

the constraints of positivity and observed data on the electron-

density image, is sufficient to identify the correct image when

high-resolution diffraction data are available. When the

resolution of diffraction data deteriorates, fewer constraints

from the observed data are available on the reconstructed

electron-density image. Then iteration of the MEM is more

readily converged, yielding quite high entropy H and rather

low Rmen. Unfortunately, in such cases, a low Rmem is no longer

a guarantee of the correctness of the reconstructed electron-

density image. An additional constraint has to be found to

identify the correctly reconstructed image. The entropy H

seems to be a good choice. Nevertheless, the entropies H of

different electron-density images reconstructed with the

MEM cannot be compared with each other directly since they

are obtained under the constraint of various Rmem. Here we

introduce the power spectrum entropy S, which is defined as

S ¼ �
X

N

�2
i

C

� �
ln

�2
i

C

� �

where C is the sum of �i
2 across the unit cell. Different from

the entropy H which is calculated from a positive definite

electron-density image, the power spectrum entropy S is based

on a Fourier synthesis map. According to Parseval’s theorem,

for any given group of structure-factor moduli, C is a constant.

The power spectrum entropy S of a Fourier synthesis map may

be taken as the entropy H of an image of �i
2. Then the power

spectrum entropy S measures the extent to which the image of

�i
2 is close to a flat distribution. Because of the correlation

between the image of �i
2 and the Fourier synthesis map, we

suppose that S also measures the flatness of the Fourier

synthesis map approximately. We construct an evaluation

function by combining S and Rmem, which is defined as

Tian2 � Rmem � expðSideal � SÞ

where Sideal ¼ ln N, N is the number of grids in the unit cell.

Sideal is the power spectrum entropy of a completely flat

electron-density image. This evaluation function is based on

the idea that a correct phase set will result in a positive definite

electron-density image consistent with the observed data and

simultaneously a Fourier synthesis map which is as flat as

possible.

4.2. Verification and limitation

Evaluation function Tian2 is tested on the synthetic

diffraction data of two known structures. One is

Al(IO3)3(H2O)8, the crystallographic data of which have been

given in the previous section. The other is C252H326O19 which

is reported by Czugler et al. (2003). This compound crystallizes

in a triclinic unit cell with lattice parameters a = 16.909, b =

18.772, c = 21.346 Å, � = 111.46, � = 103.38, � = 107.74�. The

space group of both structures is P1. The unit cells of

Al(IO3)3(H2O)8 and C252H326O19 are divided into 64 � 64 �

128 and 170 � 190 � 220 electron-density pixels, respectively.

The moduli of structure factors calculated from the known

structures are taken as synthetic diffraction data. For each

synthetic data set, a phase set is assigned, and then a positive

definite electron-density image is created with the MEM. The

value of Rmen is recorded when convergence of MEM itera-

tions has been reached. A Fourier synthesis map is also

calculated using the synthetic structure-factor moduli and the

assigned phase set. Subsequently, the power spectrum entropy

S of the Fourier synthesis map is calculated. The value of the

evaluation function Tian2 is then calculated using Rmem and S.
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For each synthetic data set of Al(IO3)3(H2O)8, the value of

Tian2 is calculated for the correct phase set, all-zero phase set

and 15 random phase sets. For C252H326O19, the value of Tian 2

is calculated for ten random phase sets in addition to the

correct and all-zero phase set. The results of tests are

presented in Fig. 4. As revealed by Fig. 4, for the high-

resolution data set, the value of Tian2 can distinguish the

correct phase set from the all-zero and random phase sets

readily. With the deterioration of data resolution, the differ-

ence among the values of Tian2 resulting from correct, all-zero

and random phase sets decreases gradually. However, up to

the resolution of 3.5 Å, the evaluation function Tian2 can still

distinguish the correct phase set from the wrong ones for the

structure of C252H326O19. Based on the very limited tests, the

evaluation function Tian2 is expected to be promising in cases

where only a diffraction data set of rather limited resolution is

available.

4.3. Algorithm for structure solution based on Rmen

Algorithms have not been figured out yet to solve structures

based on the evaluation function Tian2. Nevertheless, an

algorithm based on Rmem is developed to solve structures from

high-resolution data. The scheme of the algorithm is shown

below:

The positive definite electron-density image � is first

created by the MEM using the observed moduli of structure

factors jFobs
H j and the randomly assigned phases ’H; Rmem is

calculated simultaneously. If the iterative MEM process

results in an Rmem which is less than 1, the electron-density

image � is then considered to be correct. If the iterative MEM

process results in an electron-density image � with Rmem > 1,

then � is inversely Fourier transformed to generate new

moduli jF�Hj and phases ’�H of structure factors. ’H is replaced

with the latest ’�H and then the new iterative MEM process is

started. The whole process is terminated when an Rmem < 1 is

achieved.

The algorithm is tested on several synthetic data sets at

the resolution of 0.8 Å. It is demonstrated that the correct

electron-density image can be reconstructed from high-

resolution data under the constraint of Rmem < 1.

5. Discussion and concluding remarks

In this contribution, the solution to the phase problem

of X-ray crystallography is attempted from a new perspective

of image definition evaluation functions. Two evaluation

functions are established to assess the image definition

of the electron-density images reconstructed from the

X-ray diffraction data. The first function, Tian1, can be

used to identify the image constructed with the correct phase

set when atomic resolution data are available. The other

function, Tian2, is still applicable when the resolution of the

data set is as low as 3.5 Å. Therefore, it is expected that the

function Tian2 may find applications in protein crystal-

lography.
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Figure 4
Evaluation function Tian2 of electron-density images reconstructed using
synthetic structure-factor moduli and correct, all-zero and random phase
sets. The first phase set consists of correct phases, the second one is made
up of all-zero phases, and all other phase sets are totally random. (a)
Al(IO3)3(H2O)8, (b) C252H326O19. The unit cells of Al(IO3)3(H2O)8 and
C252H326O19 are divided into 64 � 64 � 128 and 170 � 190 � 220 grids,
respectively.



An iterative algorithm based on the function Tian1 has been

established to solve structures from atomic resolution data.

Algorithms of structure solution based on the function Tian2

have not been figured out yet. Global optimization methods

are being considered in designing the algorithms based on

Tian2. Introducing the direct method into the potential algo-

rithms based on Tian2 may improve the efficiency of structure

solution.

There are perhaps more appropriate functions to

evaluate the image definition of the reconstructed electron-

density image, and more efficient algorithms for structure

solution from X-ray diffraction data. Nevertheless, the

significance of this work lies in the fact that it provides a

new perspective on the phase problem of X-ray crystal-

lography.
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